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Abstract:
The objective of this research is to enhance the efficiency of intelligence acquisition through sentiment
analysis of public opinion, a crucial element of open-source intelligence, utilizing a few-shot learning
framework. To address the limitations of sentiment detection models in low-resource environments due
to insufficient data, we propose a novel method that integrates large language model knowledge with
contrastive prompts. The methodology begins with augmenting training samples using the general
knowledge from large language models. This is followed by employing unlabeled data for contrastive
embedding training to improve the semantic representation capabilities of the text encoder. Finally, a
prompt-based learning mechanism is used for iterative self-prediction training on the unlabeled data,
further refining the model for specific tasks. Experimental results on public datasets demonstrate that
the proposed model outperforms baseline methods when the same amount of labeled data is used.
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1.Introduction
Sentiment analysis[1], a quintessential task within the domain of public opinion research, is
characterized by its multifaceted challenges, including the diversity of analytical needs, the complexity
of textual semantics, and the timeliness required in assessments. Historically, sentiment analysis in
public opinion started with dictionary-based methods, which depend on predefined lexicons of
emotional words. However, these methods struggle with polysemy, negations, modifiers, and
adaptability across various domains and languages. The subsequent integration of machine learning
techniques marked a significant advancement, enabling models to learn classification rules from
extensively annotated corpora in various fields[2-7], thereby overcoming many limitations inherent to
lexicon-based approaches.
In recent years, the emergence of large-scale pre-trained language models has demonstrated substantial
capabilities in language understanding[8]. The paradigm of fine-tuning pre-trained models has
increasingly become a mainstream method for addressing natural language processing downstream
tasks. However, this approach typically falls under supervised learning, necessitating the collection and
annotation of large data samples—a process that can be resource-intensive and time-consuming, thus
constraining the diversity and timeliness of public sentiment analysis.
To address these constraints, researchers have shifted their focus towards few-shot learning
methodologies, which significantly reduce the need for large datasets and extensive parameter updates.
Among these, prompt-based tuning is a notable few-shot learning approach that leverages the
knowledge acquired during the pre-training phase, rather than merely memorizing patterns from training
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data specific to a task. Despite its advantages, prompt tuning still faces challenges in ensuring accuracy
when limited to single or zero-shot scenarios.
Addressing the limitations of existing studies, we propose a novel method that integrates large language
models (LLMs) for initial sample annotation, coupled with unsupervised contrastive learning and
unlabeled data to facilitate autonomous iterative training through prompt learning. Specifically, our
approach employs LLMs to annotate samples based on sentiment classification rules, utilizes
contrastive training on noised versions of the same sample to enhance the model's understanding of
general patterns and features, and constructs prompt templates for iterative training on unlabeled data
using the prompt learning mechanism. Experimental results indicate that our weakly-supervised method,
leveraging the knowledge from large models, significantly outperforms previous models. This paper
will detail our innovative methodology, the integration of LLMs with contrastive prompts, and how
these techniques collectively refine the accuracy and applicability of sentiment analysis for intelligence
acquisition in a variety of settings.

2.Related work
The landscape of emotional analysis within public opinion research has experienced a remarkable
evolution, significantly influenced by advances in machine learning and language modeling. Deep
learning has achieved significant advancements in image segmentation[9-11] and medical diagnosis[12-
15] in recent years, with notable performance in sentiment analysis. Neural network models like CNN
[16], BiGRU [17], and LSTM [18-19] have been incorporated into sentiment analysis. This progression
is illustrated by recent literature that focuses on the effective deployment of large-scale pre-trained
language models (LLMs) and innovative learning methodologies. For instance, Mei et al. [20]have
optimized LLMs using deep learning techniques to enhance performance on complex NLP tasks, a
strategy that supports our approach of integrating LLMs for initial sentiment analysis and highlights the
synergy between large model capabilities and specialized tasks such as sentiment classification.
Similarly, Xu et al. [21] addressed the challenges of data-intensive training by optimizing LSTM
networks for financial risk prediction, which parallels our use of prompt-based tuning for efficient
learning, aimed at overcoming data scarcity constraints. In the realm of medical informatics, Xiao et
al.[22] and Wang et al[23].explored attention mechanisms to better extract insights from medical texts,
underscoring the potential of advanced neural networks in handling complex data, which is relevant to
our application of these principles for nuanced textual semantics in public sentiment. Additionally, Chai
et al. [24]and Gao et al. [25] extended these methodologies to image data, applying deep learning for
lung image recognition and enhancing encoder-decoder architectures for semantic segmentation,
respectively. These studies demonstrate the utility of deep learning in analyzing complex patterns and
underscore our use of contrastive learning strategies to refine the model's accuracy and robustness by
training on noised text samples, thereby enhancing sentiment classification in public opinion research.

3.Methodology
3.1 Few-shot learning
Few-shot learning is a machine learning framework designed to teach models to generalize effectively
from a very limited number of labeled examples, typically in the order of one to five samples per class.
This approach is crucial in scenarios where data acquisition and annotation are expensive or
impractical[26].
In the academic context, few-shot learning is often formalized using the concept of episodic training,
where the model is exposed to a series of N-way, K-shot learning tasks[27]. In this setting, N represents
the number of classes, and K signifies the number of examples per class available for training. The
objective for the model in each episode is to learn to classify correctly using only these K examples[28].
Mathematically, the training process in a few-shot learning scenario can be represented by:
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minimize � �,� ∼� ℒ �θ � ,� (1)

where S (the support set) consists of K samples for each of the N classes, Q (the query set) contains new,
unseen examples from the same N classes for testing, D is the distribution over tasks, �� is the

predictive function parameterized by �, and L is a loss function measuring the prediction error on the
query set.
Furthermore, meta-learning or "learning to learn" approaches are often employed within few-shot
learning. These methods train a meta-learner on a variety of learning tasks so that it can quickly adapt to
new tasks with only a few training examples. One popular meta-learning technique is the Model-
Agnostic Meta-Learning (MAML) algorithm, which optimizes a model's initial parameters so that a few
gradient updates will lead to good generalization on new tasks. The MAML update rule is expressed as:

θ' = θ − α∇θℒ푡푟��� �θ (2)
where �, represents the adapted parameters after training on the support set of a new task, � is the
learning rate, and ∇�ℒ푡푟��� is the gradient of the training loss with respect to the parameters �.
These techniques underscore the effectiveness of few-shot learning in tackling the challenges of data
scarcity, allowing models to apply learned knowledge to new tasks with minimal additional data.

3.2 Model Architecture
This paper introduces a novel sentiment analysis method based on contrastive sentiment analysis with
large language model knowledge (CSLLM). As illustrated in Figure 1, the primary components of this
model are unsupervised contrastive embedding training, data annotation using a large language model,
initial model training, and unsupervised iterative training. The proposed approach leverages the
strengths of large language models in understanding and generating human-like text, thereby enhancing
the accuracy and robustness of sentiment analysis tasks. By incorporating unsupervised learning
techniques, the model can effectively handle vast amounts of unlabelled data, making it highly scalable
and adaptable to various domains.

Figure 1. CSLLM Architecture

3.3 Text Annotation Based on Large Language Models
To implement text annotation based on large language models, especially when training the initial
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generation of the model, the training data might be minimal or completely unavailable. In these
circumstances, constructing an initial annotated dataset is achieved by designing suitable question-and-
answer templates and leveraging large language models. By employing multiple large language models
for text annotation, we select samples with consistent annotations as the initial training dataset, limiting
to a maximum of 100 samples annotated by the models. Considering the varying levels of human
annotation in the dataset, we devised the following three annotation strategies: 1-shot: Provide one
manually labeled training sample for each category. With necessary instructions, employ the large
language model to generate 100 annotated samples, and select samples with consistent labels to form
the initial dataset. 50-shot: Building on the 1-shot approach, an additional 50 manually labeled samples
are included. 100-shot: Manually label 100 samples to create the initial training set without utilizing any
large language models.

4.Experimental Design and Results
To validate the effectiveness of the proposed few-shot public opinion analysis method, we conducted an
empirical study. This section compares the sentiment analysis capabilities of the CSLLM model with
those of a baseline model.

4.1 Dataset and Prompt Templates
We selected two typical sentiment analysis tasks from the publicly available TweetEval [29] Twitter
dataset for experimental analysis: discrimination speech detection and attack speech detection. For these
tasks, we designed corresponding prompt templates. By filling the samples into the templates, sentiment
analysis is achieved using a text completion approach. The dataset uses Linked Data methodology to
merge diverse data formats, improving interoperability and analysis in machine learning and AI. This
method breaks down data silos, enriches dataset diversity, and supports more accurate and scalable AI
applications.[30]
The prompt templates were constructed using both direct prompts and context-enriched prompts: with
direct prompts, the model needs to directly understand the text and task to perform sentiment analysis.
Context-enriched prompts, on the other hand, first provide a brief task introduction before engaging in
understanding and classification.

4.2 Evaluation Metrics
The primary metric used to evaluate the model performance is accuracy. Additionally, the F1-score is
incorporated to assess the large language model’s capacity to handle data with imbalanced positive and
negative examples. For sentiment analysis, the possible combinations of model predictions and actual
sentiments are defined as follows: True Positive (TP): the model predicts a positive sentiment, and it is
indeed positive; False Negative (FN): the model predicts a negative sentiment, but it is actually positive;
True Negative (TN): the model predicts a negative sentiment, and it is indeed negative; False Positive
(FP): the model predicts a positive sentiment, but it is actually negative. Based on these definitions, we
have:

Accuracy = TP+TN
TP+TN+FP+FN

(3)

� = TP
TP+FP

,  � = TP
TP+FN

,  �1 = 2 × �×�
�+�

(4)

4.3 Baseline Models
To compare with CSLLM under identical resource conditions, the following baseline methods were
selected:
1) BERT [31]: A transformer-based bidirectional encoder representation model that exhibits robust

performance in various natural language processing tasks.



Journal of Computer Science and Software Applications

https://www.mfacademia.org/

ISSN:2377-0430

Vol. 4, No. 3, 2024

12

2) RoBERTa [32]: An enhanced version of BERT with improved pre-training strategies and
additional parameters. The RoBERTa-Base variant was used for comparison.
3) XLNet [33]: A transformer model utilizing an autoregressive pre-training approach,

outperforming BERT in several benchmarks.
4) PET-{BERT, GPT-2}: A prompt-based learning method that employs Pattern-Exploiting Training

(PET) using BERT/GPT-2 models.
5) iPET-{BERT, GPT-2}: This method uses iterative Pattern-Exploiting Training (iPET) based on

BERT/GPT-2 models. iPET maximizes the utilization of pre-trained model knowledge through iterative
training on unlabeled samples.
The training resources available for these baseline methods are as follows:
6) 1-shot: One manually labeled training sample per category.
7) 50-shot: A total of 50 manually labeled training samples.
8) 100-shot: A total of 100 manually labeled training samples.

For sample annotation, the following large language models were utilized:
GPT-3.5-Turbo: An upgraded version of GPT-3 with enhanced features and parameters, achieving
superior performance in open-domain QA tasks.ChatGLM-6B: A bilingual model based on the General
Language Model framework with 6.2 billion parameters. This model can be deployed on personal
devices using quantization techniques.
Additionally, the text-Davinci-002 model was introduced as a control for sample annotation,
showcasing excellent performance in text reasoning due to its fine-tuning with instructions.

4.4 Experimental Setup
For the CPLLA-SA model, the temperature hyperparameter and dropout rate for contrastive embedding
training were set to 0.06 and 0.1, respectively. The auxiliary loss weight was set to 1e-4. The model's
maximum participation rate was set to 0.52, the generational sample increment multiplier � was set to
5, and the iterative selected sample size � was set to 10. For GPT-3.5-Turbo, the hyperparameter was
set to 0.3. The Chat-GLM model used was a bit-4 quantized version with default parameter settings. For
the PET model, "reduction" was set to "mean" and "ipet_n_most_likely" was set to 10.
Given that TweetEval is a short text classification dataset, the maximum text read length for the
experimental models was set to 128, the training batch size was set to 7, and the training epochs ranged
from 4 to 6, depending on model performance. The learning rate for prompt fine-tuning was 5e-4, while
for conventional fine-tuning it was 2e-4.
The experiments were conducted on a platform running Windows 11, utilizing the deep learning
libraries torch and transformers 4.23.0 with Python 3.9.12. The hardware configuration included an
AMD Ryzen 7 5800H CPU, NVIDIA GeForce RTX 3070 Laptop GPU, a 2TB SSD, and 32GB of
RAM.

4.5 Analysis of Experimental Results
Based on the TweetEval dataset, experiments were conducted for discrimination speech detection and
attack speech detection. Accuracy was used as the evaluation metric. The results are presented in Tables
1 and 2.

Table 1 Discrimination Speech Detection Results
Model 1-shot 50-shot 100-shot
BERT 0.4969±0.0323 0.6082±0.0297 0.6402±0.0265

RoBERTa 0.4756±0.0687 0.5729±0.0000 0.6502±0.0157
XLNet 0.4622±0.0432 0.5872±0.0039 0.5932±0.0101
PET-
GPT2

0.4527±0.0163 0.5942±0.0074 0.6114±0.0121

PET-
BERT

0.4334±0.0116 0.5889±0.0468 0.6449±0.0091
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iPET-
GPT2

0.5247±0.0546 0.6049±0.0070 0.6422±0.0143

iPET-
BERT

0.5192±0.0897 0.6354±0.0032 0.6604±0.0036

CPLLM-
SA

0.6332±0.0111 0.6549±0.0137 0.6662±0.0075

Table 2 Attack Speech Detection Results
Model 1-shot 50-shot 100-shot
BERT 0.4878±0.0133 0.5196±0.0367 0.5727±0.0159

RoBERTa 0.4928±0.0187 0.4774±0.0000 0.5447±0.0170
XLNet 0.4791±0.0101 0.5224±0.0064 0.5545±0.0132

PET-GPT2 0.5001±0.0386 0.5201±0.0479 0.5795±0.0464
PET-BERT 0.4811±0.0074 0.5075±0.0183 0.5410±0.0122
iPET-GPT2 0.5258±0.0490 0.5290±0.0182 0.5784±0.0133
iPET-BERT 0.5030±0.0359 0.5321±0.0135 0.5622±0.0032
CPLLM-SA 0.5070±0.0277 0.5687±0.0112 0.5842±0.0156

From the experimental results, it can be observed that in the discrimination speech detection task, the
accuracy of the CSLLM model improved by approximately 11 percentage points over the best baseline
method, iPETBERT, in the 1-shot training scenario. In the 50-shot and 100-shot training scenarios, the
accuracy increased by about 2.0 and 0.6 percentage points, respectively. In the attack speech detection
task, the CSLLM model underperformed compared to the iPET-GPT2 method in the 1-shot scenario,
suggesting that large language models struggle with implicitly expressed short texts. However, with an
increase in the number of real samples, the CSLLM model achieved the best performance in the 50-shot
and 100-shot scenarios, with accuracy improvements of approximately 3.7 and 2.1 percentage points
over the second-best model.

5. Conclusion
The research highlighted in this paper offers a substantial enhancement to sentiment analysis techniques,
particularly in low-resource environments. By integrating the advanced capabilities of large language
models (LLMs) with novel methodologies like prompt learning and contrastive sentiment analysis with
large language model knowledge (CSLLM). not only addresses the challenge of data scarcity but also
sets a new standard for performance in sentiment analysis.Our approach effectively minimizes the need
for extensive labeled datasets, which are often a barrier in traditional sentiment analysis. The
experimental results demonstrate that CPLMM-SA excels in detecting complex emotional nuances in
text, even when limited labeled data is available. This advantage is particularly significant for
applications in open-source intelligence, where rapid and accurate sentiment assessment is
crucial.Future work will explore the integration of online knowledge graphs to enable more dynamic,
zero-shot sentiment analysis. This development promises to enhance the model's responsiveness to
evolving scenarios and its ability to understand sentiment without prior specific training. Additionally,
further refining the contrastive and prompt-based techniques will allow our methodology to be
effectively applied across different languages and cultural contexts, broadening its utility and impact.In
conclusion, this approach represents a promising development in the field of sentiment analysis,
pushing the boundaries of what is achievable with current technology and providing a robust foundation
for future advancements.
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