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Abstract: 

The advancement of science and technology has led to the widespread adoption of intelligent 

mobile devices, resulting in a rapid increase in mobile device traffic. However, these devices often 

face limitations in resources and computing performance, making it challenging to handle 

computation-intensive applications. Mobile edge computing technology offers a high-performance, 

low-latency, and high-bandwidth carrier-class service environment, effectively addressing these 

issues. To minimize the total weighted cost of the system, this paper proposes a computational 

offloading and resource allocation scheme based on reinforcement learning. Simulation results 

demonstrate that the proposed algorithm significantly reduces the total weighted cost of the system 

compared to several benchmark methods. 
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1. Introduction 

With the vigorous development of science and technology, intelligent terminal has become an 

indispensable part of modern life. At present, the fifth generation of mobile technology (5G) is 

facing new challenges of the coexistence of explosive data traffic growth and massive device 

connections. At the same time, 5G network's new business scenarios, such as driverless cars, smart 

grids and industrial communications, also put forward higher requirements on indicators such as 

delay, energy efficiency, number of device connections and reliability. In order to cope with the 

rapid development of mobile Internet and Internet of Things, 5G needs to meet the new business 

requirements of ultra‐low delay, ultra‐low power consumption, ultra‐ high reliability and ultra‐high 

density connection [1‐2]. 

However, due to the limitation of computing capacity and battery capacity, terminal devices cannot 

efficiently meet the basic requirements of low latency and high computing for a large number of 

new services. Offloading computation‐intensive tasks to the cloud increases transmission latency 

and additional network load. Mobile cloud computing allows mobile devices to partially or 

completely migrate local computing tasks to the cloud server for execution, thus solving the 

resource shortage problem of mobile devices and saving energy consumption for local task 

execution. However, offloading tasks to the cloud server located in the core network needs to 

consume back link resources, resulting in additional delay cost, which cannot meet the requirements 

of low delay and high reliability in 5G scenarios [3]. Mobile Edge Computing (MEC) was first 

proposed by The European Telecommunication Standards Association in 2014. MEC system allows 

devices to offload computing tasks to network edge nodes, such as base stations and wireless access 

points, which not only meets the expansion needs of terminal devices' computing capacity. At the 

same time, it makes up for the disadvantage of long delay of cloud computing [4]. MEC has 

quickly become a key technology of 5G, helping to achieve key technical indicators such as ultra‐

low delay, ultra‐high energy efficiency and ultra‐high reliability of 5G services.
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2. Research Status 

In recent years, scholars at home and abroad have carried out in‐depth research on MEC 

computational offloading technology. Literature [5] proposed a one‐dimensional search algorithm to 

find the optimal strategy for computing offloading, which is suitable for the case that all computing 

tasks need to be offloaded. Simulation results show that the proposed method can effectively reduce 

the delay time by 80% compared with the local calculation of tasks on mobile devices. Literature 

[6] considered the application scenarios of the Internet of Things and proposed a completely 

polynomial time approximation scheme based on reasonable allocation of resources to programs to 

reduce computing delay. Experimental results show that lower computing delay can be obtained 

than heuristic algorithms. In literature [7], a distributed computing offloading algorithm is designed 

based on game theory, and the calculation delay index is quantified to achieve lower computing 

time cost. Literature 

[8] proposed off‐line pre‐computation offloading strategy, which solved the problem of minimizing  

computational offloading energy of mobile devices. Experimental results show that compared with 

local computation, it can effectively reduce energy consumption by 78%. Literature [9] proposed an 

efficient and energy saving computational offloading algorithm, which is suitable for the case of 

multi‐mobile user devices carrying out all computational offloading. Simulation results show that 

this method can reduce the energy consumption of user equipment by 15%. Literature [10] solved 

the optimization problem of resource allocation through mutual iteration of The Chess algorithm and 

the Hungarian algorithm, so as to reduce the timely delay of computing energy consumption and 

minimize the total system cost. Literature [11] proposed a content‐aware classification offloading 

strategy based on MEC, so that messages generated by vehicle terminals can be processed directly at 

edge nodes to ensure the reliability of security messages and the balance of delay and energy 

consumption. In reference [12], a offloading scheme based on game theory was proposed to solve the 

offloading problem of multi‐user tasks, which made the optimal solution approximate to the 

theoretical optimal strategy and greatly reduced the system cost. 

3. System Model 
 

 

Figure 1. Single cell scenario model 
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As shown in Figure 1, a single cell scenario consisting of multiple mobile user devices and a single 

MEC server is considered. Among them, there is an eNB base station, which is deployed with a 

MEC server to provide computing services for multiple mobile user devices. Assume that each 

mobile user device has a computationally intensive task to complete and can offload the task to a 

MEC server over a wireless network or perform local computing. 

3.1. Communication Model 

The set of mobile user devices is N={1,2,3..., N}. The uninstallation decision variable of the 

mobile user device is defined as an ∈0,1(n ∈N ) , where an=1 represents the mobile user device 

N chooses to uninstall to the MEC server for computing pocessing. an = 0 indicates the mobile user 

device. N Perform computing on the local terminal. Here, W represents the wireless channel 

bandwidth. If multiple users choose the offloading task at the same time, the wireless channel 

bandwidth will be evenly allocated to each user. Therefore, when N users choose to uninstall 

computing at the same time, the data upload rate is 

                               (1) 
 

 

3.1.1. Offloading Computing Model 

If the mobile user device N chooses to perform computing tasks by offloading computing, the 

whole execution process includes three parts: First, the mobile user device needs to upload a large 

amount of data to the base station, and then the base station transfers the data to the MEC server; 

Secondly, MEC server allocates certain computing resources to perform computing tasks. Finally, 

the MEC server returns the results to the mobile user device. 

According to the above procedure, the first part is the transmission delay caused by the transmission 

of input data, expressed as: 
 

                                        (2) 
 
 The corresponding energy consumption of this process is: 

                               (3) 
The second part is the processing delay of MEC server processing computing tasks, which is defined as the 
number of computing resources allocated by MEC server for mobile user devices. The processing delay is 

expressed as: 

 

 

                                    (4) 

 
During the period when the MEC server performs calculation, the mobile user device is in the state of 
waiting for receiving, and the idle power of the mobile user device in this state is, then the energy 

consumption during this period is: 

 
 

 



 

Journal of computer science and software applications 

https://www.mfacademia.org/   

ISSN:2377-0430 
Vol. 3, No. 4, 2023 

 

26 

 

 

 

                              (5) 
 

For the last part, the return rate of wireless network is generally much higher than that of uploaded data, and 

the return execution result is much smaller than that of input data, so the execution delay and energy 
consumption are generally ignored. For the complete offloading calculation process, the execution delay and 

energy consumption are as follows: 

4. Problem Solutions 

Reinforcement learning is used to solve the above problems. It is a kind of algorithm that allows the 

computer to operate completely randomly from the beginning, learn from mistakes through constant 

trial and error, and finally find the rules, so as to learn the method to achieve the goal. This is a 

complete reinforcement learning process. Let the computer in the continuous attempt to update their 

own behavior, so step by step to learn how to operate their own behavior to get high marks. It has 

three important elements: status, action, and rewards, and the goal is to get the most cumulative 

rewards. 

4.1. Q‐learning Method 

Q‐learning is a method to record behavior value. Q is Q(S,a), which is the reward that can be 

obtained by taking action A at a certain moment of state S, and the environment will feedback 

corresponding reward R according to the agent's action. Therefore, the main idea of the algorithm is 

to build a Q‐table of state and action to store Q value. Then use the Q value to select the action with 

the maximum reward. Its updating rule is, where S, A represents the current state and action, S',a' 

represents the next state and action of S. I is the learning rate, which is a constant satisfied. When I 

approaches 0, the agent mainly considers the immediate reward, while when I approaches 1, the 

agent also considers the future reward. Agents learn through experience and continue to explore 

from one state to another until they reach the target. Each exploration of agent is called an episode, 

and the value of Q(S,a) is continuously iterated until the optimal solution of the problem is 

obtained. The algorithm process is as follows: 

 

Table 1. The algorithm process 

 
 

 

5. Simulation Results 

1. Given the learning rate parameter I and the reward matrix 2.Initialize Q 

(S,a)=0 

For each episode: 

3.1 Randomly select an initial state S 

3.2 If the target state is not reached, perform the following steps 

(1) Among all possible behaviors of the current state S, the maximum reward is selected a 

(2) Use the selected action A to get the next state S ' 

(3) Calculate Q(S,a) according to update rules 

(4) let s=s' 

Algorithm Q‐learning method 
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5.1. Experimental Analysis 

By setting different system parameters, the proposed Q‐learning method is compared and analyzed 

with the whole local calculation method, the whole offloading calculation method and the random 

execution method. The whole local method means that all users choose to perform calculation on the 

local terminal. The full uninstall calculation method means that all users choose to uninstall the 

MEC server for calculation. The random execution method means that all users randomly choose to 

perform local computing or uninstall computing. 

Figure 2. The relationship between the number of user devices and the weighted total cost 

 

Figure 2 shows the relationship between the weighted total cost of the system and the computing 

capacity of the MEC server, where the number of mobile user devices is set as 6. From the curve 

changes of the four methods in the figure, except for the whole local calculation method, there is 

almost no change, and the rest shows a significant downward trend. The local computing method 

remains unchanged because users only perform computing on the local terminal and do not need to 

use computing resources of the MEC server. The other three items decrease with the increase of the 

MEC server's computing power, because the larger the MEC server's computing power is, the 

sufficient computing resources can be allocated to users, thus reducing the processing time and the 

weighted total cost of the system. It can be seen from the figure that the overall effect of the method 

proposed in this paper is the best, and the curve is always at the bottom. When the computing power 

of MEC server is less than 8GHz/s, there is a large gap between the full offloading calculation 

method and the random execution method compared with q‐learning method, but with the 

increasing of the computing power of MEC server, the gap between the three is almost no. Analysis 

shows that the user can not choose to offload all the computing resources in the case of limited 

computing resources, but in the case of computing resources overflow, relatively simple method can 

also achieve better results, so it is necessary to choose the best method according to the actual 

environment. 
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Figure 3. The relationship between the size of uploaded data and the total cost 

 

Figure 3 shows the relationship between the weighted total cost of the system and the size of data 

uploaded by computing tasks. The number of mobile user devices is set as 5, and the maximum 

computing capacity of MEC server is 5GHz/s. From the curve changes of the four methods in the 

figure, the four methods all show an upward trend, which means that a larger amount of task data 

requires more time to upload and process, which will inevitably lead to an increase in delay and 

energy consumption in the transmission process and calculation process, thus causing an increase in 

the total weighted cost of the system. It can be seen from the figure that the method proposed in this 

paper can achieve the best effect, and its upward trend is relatively slow compared with other 

methods. The rising trend of the total system weighted cost produced by the whole local computing 

method is much higher than that of the other three methods. The analysis shows that when the 

amount of task data is too large, offloading computing can avoid the excessive use of local 

computing terminal resources, thus reducing the total system weighted cost. 

6. Conclusion 

In order to provide users with the best network service experience, this paper designs a 

computational offloading and resource allocation scheme based on reinforcement learning. Firstly, 

the moving edge computing communication model is established, and then the local computing and 

offloading computing models are listed. Finally, the weighted total cost of the system is optimized 

by integrating delay and energy consumption. Q‐learning method is used to minimize the weighted 

total cost of the system. Experimental results show that, by setting different system parameters, the 

proposed method has the best overall performance compared with the other three benchmark 

methods, and can effectively reduce the total weighted cost of the system. In the future, with the 

increasing number of mobile user devices in the system, q‐learning method may have the problem 

of latitude disaster, so the next research direction is how to use more effective methods to solve the 

possible problems. 
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