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Abstract:

This study investigates the transferability of large language models in low-resource generation tasks. To
address the decline in generation performance of pre-trained language models under data-scarce conditions,
it proposes a transfer mechanism that combines instruction tuning with parameter-efficient fine-tuning,
aiming to enhance generation stability and semantic consistency in low-resource settings. Based on the
NATURAL INSTRUCTIONS v2 dataset, several text generation tasks with limited samples are constructed.
Three mainstream fine-tuning strategies—Full Fine-tuning, Low-Rank Adaptation (LoRA), and Adapter—
are systematically compared and evaluated using BLEU, ROUGE-L, and METEOR metrics. In addition,
performance under Few-shot, Zero-shot, and instruction tuning settings is analyzed, along with a
comparative study between multilingual and monolingual models to assess the cross-lingual advantages of
multilingual pretraining. Experimental results show that instruction tuning achieves higher generation
quality and generalization ability in low-resource environments. LoRA, as a parameter-efficient method,
achieves performance close to full fine-tuning while significantly reducing the number of parameter updates.
In contrast, monolingual models underperform in cross-lingual tasks, while multilingual models exhibit
stronger adaptability due to their broader linguistic coverage. Overall, the proposed method and
experimental framework offer an effective technical path and systematic validation for enabling capability
transfer of large language models in low-resource tasks.
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1. Introduction
In recent years, with the rapid development of Large Language Models (LLMs), pre-trained models
represented by GPT, PaLM, and LLaMA have demonstrated exceptional generalization and powerful
generation capabilities across various natural language processing (NLP) tasks [1]. Trained on massive text
corpora, these models not only possess strong language understanding and expression abilities but also
handle complex instructions, multi-turn dialogue, and logical reasoning. This marks a new phase in the
practical deployment and intelligence of generative AI [2]. However, despite their impressive performance in
high-resource settings, these models still face significant challenges in transferability and generalization when
applied to low-resource tasks. In particular, for domain-specific, low-resource languages or data-scarce
scenarios, current models struggle to capture latent structure and semantic information, limiting their
applicability in low-resource environments [3].
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Low-resource tasks have long been a central challenge in NLP. They include processing minority languages
with limited resources, generating texts in niche domains, and performing few-shot or zero-shot classification
and question answering. These tasks typically lack high-quality annotated data, making traditional supervised
learning methods ineffective [4]. As a result, intelligent systems face limitations in universality and fairness,
especially in key areas such as education, healthcare, and law. Although techniques like few-shot learning
and transfer learning have been widely applied to mitigate data scarcity, they still encounter issues in real-
world applications. These include data distribution shifts, unstable generation quality, and semantic drift.
New modeling paradigms and optimization mechanisms are urgently needed to improve the generalization
and robustness of these systems.
Transfer of generative ability offers an effective way for LLMs to generalize in low-resource environments.
The key lies in efficiently leveraging the model’s existing linguistic knowledge and generative power to adapt
to the context and formatting requirements of the target task. In this context, emerging techniques such as
instruction tuning, prompt learning, and parameter-efficient fine-tuning (e.g., LoRA, Adapter) provide viable
solutions for capability transfer in low-resource settings. These methods significantly reduce the parameter
size and computational costs required for fine-tuning, while enhancing generation stability and semantic
alignment in extremely data-scarce conditions. Meanwhile, the development of multilingual pre-trained
models, cross-task transfer mechanisms, and generative adversarial optimization further supports the
adaptation of LLMs to low-resource scenarios, offering both theoretical and practical advances [5].
From an application perspective, enabling capability transfer in low-resource tasks is not only key to
improving the universality of AI technologies but also essential for promoting fairness and equitable resource
distribution. In a global context, many users of non-mainstream languages and specialized domains urgently
require high-quality tools for language processing and content generation. Effective transfer for low-resource
tasks can help bridge technological divides and expand the impact of intelligent systems across diverse
populations and dimensions. This has positive implications for knowledge dissemination, educational equity,
and cultural preservation. Furthermore, progress in this direction lays the groundwork for building general-
purpose AI systems with stronger cross-task, cross-lingual, and cross-domain generalization and interaction
capabilities.
Against this backdrop, this study focuses on the core issue of generative ability transfer in large language
models for low-resource tasks. It aims to explore how to effectively stimulate the generative potential of
LLMs in data-scarce settings and improve generation quality and semantic adaptation under specific
contextual demands. The research centers on transfer mechanisms in generation tasks, providing a systematic
analysis of instruction-driven and parameter-efficient fine-tuning strategies and their impacts on transfer
performance. A unified evaluation framework is constructed, with both quantitative and qualitative
experiments conducted across various low-resource scenarios. This work aspires to offer theoretical
foundations and practical pathways for applying LLMs in low-resource environments, driving the value of
generative AI in real-world applications.

2. Method
In order to achieve the transfer of generative capabilities of large language models on low-resource tasks, this
paper designs a multi-stage optimization framework that integrates instruction tuning and efficient parameter
fine-tuning. The overall model architecture is shown in Figure 1.
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Figure 1. Overall model architecture

As shown in Figure 1, the model first embeds the input sequence into words, positions, and paragraphs, and
then adds the three together to obtain a fused representation. The fused representation is passed as input to
the multi-layer Transformer encoding module to capture deep semantic features. By introducing a dynamic
embedding mechanism and special tags [CLS] and [SEP], the model's generalization and migration
capabilities on low-resource tasks are effectively improved.
In order to achieve the transfer of generative capabilities of large language models on low-resource tasks,
this paper designs a multi-stage optimization framework that integrates instruction tuning and efficient
parameter fine-tuning. First, a general pre-trained language model preM is introduced, which has learned
rich language patterns and generative capabilities on a large-scale corpus. The goal is to guide the model to
perform conditional generative learning on low-resource tasks lowT that lack labeled data by constructing
an adaptive instruction set N

iii yxI 1)},{(  , where ix is the task input and iy is the corresponding
generation target. The core goal of instruction tuning is to minimize the loss function between the generated
output and the reference answer, which is in the form of:
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On the basis of instruction tuning, in order to further improve the efficiency of model migration and reduce
the overhead of parameter update, this paper adopts a parameter efficient fine-tuning strategy and introduces
a low-rank adapter (LoRA)[6] module to achieve model retraining with minimal parameter changes.
Specifically, based on the original weight matrix kdRW  , two trainable low-rank matrices rdRA  and

krRB  are added to form the fine-tuned weights:

ABWWWW  '
Where ),min( kdr  and  are scaling factors. This mechanism significantly reduces the number of
training parameters, making the model more suitable for task migration in low-resource scenarios.

In order to enhance the model's ability to understand and respond to input context, this paper further
introduces the Prompt Prefix mechanism, which adds a learnable context vector },...,,{ 21 mpppP  to each
input sequence and concatenates it with the task input as a model generation condition. Combined with the
self-attention mechanism of the Transformer architecture, the final attention calculation process is updated
as follows:
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The above method enhances the model's ability to control conditions during the generation process, thereby
ensuring the accuracy and coherence of the generated content even when the training samples are limited.
Finally, this paper adopts a multi-task joint training strategy to construct multiple similar tasks into a unified
task set },...,,{ 21 nTTTT  , and jointly optimize them with a task-aware loss function. The overall loss
function is defined as follows:
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Among them, j represents the importance weight of the j-th task, and jL is the instruction generation
loss of the task. Through the multi-task learning mechanism, the model can share generated knowledge
between multiple low-resource tasks and achieve transfer generalization, thereby improving the overall
transfer effect and task adaptability.

3. Experiment
3.1 Datasets
This study adopts the NATURAL INSTRUCTIONS v2 (NIv2) dataset as the foundational data source to
build an experimental platform for low-resource generation tasks. Proposed by Stanford and other institutions,
the dataset is designed to support large-scale, instruction-driven modeling for natural language tasks. NIv2
includes over 1,600 NLP tasks, covering classification, question answering, text generation, reasoning, and
more. Each task provides detailed instruction descriptions, input-output examples, and various input formats.
It offers strong structure and scalability. More importantly, the dataset includes labels for task difficulty,
language type, and resource availability. These features provide a unified reference system for constructing
and comparing low-resource tasks [7].
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In this study, to simulate low-resource scenarios, we select several generation tasks from NIv2 with limited
resources and small sample sizes. These tasks include poetry generation, summarization, and email
autocompletion. For each task, the number of training samples is limited to fewer than 500. The selected
tasks also maintain a certain level of linguistic generation complexity. To further examine the generalization
of cross-lingual transfer, the study incorporates a multilingual subset. This includes low-resource languages
such as English, Spanish, and Hindi. The model is thus required to adapt in both language understanding and
generation control.
To ensure experimental reproducibility and scientific rigor, all tasks undergo unified preprocessing. This
includes format standardization, consistent input-output fields, and noise sample removal. The training and
testing sets are split in an 8:2 ratio to maintain evaluation stability and fairness. Leveraging the diversity and
low-resource nature of the NIv2 dataset, this study effectively captures the performance and generalization of
large language models in generative transfer under low-resource conditions. It also provides a solid data
foundation for subsequent method validation.
3.2 Experimental Results
This paper first conducts a performance comparison experiment of different fine-tuning strategies in low-
resource generation tasks. The experimental results are shown in Table 1.

Table 1: Performance comparison experiment of different fine-tuning strategies in low-resource generation
tasks

Method BLEU ROUGE-L METEOR

Full Fine-tuning [8] 32.8 41.5 29.4

LoRA [9] 31.2 39.8 28.1
Adapter [10] 29.6 38.2 26.9
Ours 33.5 42.7 29.8

The experimental results show that different fine-tuning strategies have a significant impact on model
performance in low-resource generation tasks. Full fine-tuning, as the traditional method involving all
parameters, performs relatively stably across BLEU, ROUGE-L, and METEOR metrics[11-13]. This
indicates its strong fitting capability, allowing effective parameter adjustment even with small-scale data to
improve generation quality. However, this approach usually incurs high computational and storage costs,
making it less practical for deployment.

In contrast, LoRA and Adapter, as parameter-efficient fine-tuning methods, show slightly lower
performance compared to full fine-tuning but still achieve competitive generation results. Among them,
LoRA outperforms Adapter across all three metrics. This suggests that its use of low-rank matrices to inject
trainable parameters enables it to capture task features effectively with fewer updates. It demonstrates better
transferability and generation performance, making it more suitable for rapid adaptation in low-resource
settings.
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Notably, the proposed method (Ours) outperforms all other strategies across all metrics. It achieves scores of
33.5 on BLEU, 42.7 on ROUGE-L, and 29.8 on METEOR. These results show that the method not only
maintains parameter efficiency but also enhances the model’s capabilities in semantic preservation, syntactic
structure, and generative diversity. This confirms the effectiveness of the proposed approach under low-
resource conditions and offers a new optimization path for generative ability transfer in large language
models.

Furthermore, this paper also gives the experimental results of the performance difference experiment
between Few-shot, Zero-shot and instruction fine-tuning under low-resource tasks. The experimental results
are shown in Figure 2.

Figure 2. Performance Comparison under Low-resource Tasks

The figure shows clear performance differences among the three methods in low-resource generation tasks.
Instruction Tuning consistently achieves the best results across BLEU, ROUGE-L, and METEOR metrics,
with scores of 32.1, 41.3, and 28.2, respectively. This indicates its strong adaptability and robustness in
language modeling, semantic preservation, and syntactic structure generation

The Few-shot method outperforms Zero-shot overall. It reaches 37.6 on the ROUGE-L metric, showing a
clear improvement over Zero-shot’s 33.2. This suggests that providing a few examples helps the model
better capture task-specific features and improve generation quality. In contrast, Zero-shot performs the
weakest. Although the model retains some pretraining capabilities, it struggles to fully understand the
generation logic of the target task in the absence of examples.

Overall, instruction tuning shows significant advantages in low-resource tasks. This is due to its explicit task
prompts and structural guidance, which help activate the model’s generative abilities more effectively under
limited data. These results further confirm the generalization and practical value of instruction tuning
strategies for low-resource generation tasks.
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Finally, this paper presents a migration comparison experiment between a multilingual pre-trained model
and a single language model in low-resource tasks. The experimental results are shown in Figure 3.

Figure 3. A comparative experiment on the migration of multilingual pre-trained models and single-
language models in low-resource tasks

Experimental results show that multilingual pre-trained models demonstrate stronger transferability and
generative performance in low-resource generation tasks. On the BLEU, ROUGE-L, and METEOR metrics,
the multilingual model achieved scores of 31.5, 40.2, and 27.9, respectively. These scores are higher than
those of the monolingual model, which scored 28.7, 37.1, and 25.4. This indicates that multilingual models
offer greater robustness and adaptability in language generalization, cross-lingual transfer, and semantic
expression.

The performance gap is mainly due to the multilingual pre-trained model being exposed to various
languages and linguistic structures during training. As a result, it can transfer existing language knowledge
and perform reasonable inference when facing new languages or low-resource tasks. In contrast,
monolingual models are limited by their narrow training data scope. Their generative ability relies heavily
on specific data, making them prone to poor generalization and incoherent outputs under low-resource
conditions.

Overall, multilingual models provide more practical solutions for low-resource languages and tasks. They
are especially suitable for scenarios lacking large-scale annotated corpora. These findings further validate
that building large language models with multilingual understanding and generation capabilities is a key
direction for achieving general-purpose generative artificial intelligence.

4. Conclusion
This study focuses on the transferability of large language models in low-resource generation tasks. It
systematically explores the adaptability and generation performance of instruction tuning, parameter-efficient
fine-tuning, and multilingual modeling strategies under low-resource conditions. By building an experimental
framework incorporating various fine-tuning strategies and transfer mechanisms, the study empirically
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analyzes model performance in representative generation tasks. The results validate the effectiveness of
instruction-driven and parameter-efficient optimization methods under limited data conditions, providing
practical support for constructing high-quality generation systems in low-resource settings.
Experimental findings show that, compared to traditional full-parameter fine-tuning, parameter-efficient
methods such as LoRA and Adapter significantly reduce training costs while maintaining competitive
performance. These methods are particularly suitable for rapid adaptation in low-resource scenarios.
Instruction tuning also demonstrates advantages in enhancing generation stability and semantic control. It
effectively guides the model in producing structured text and transferring across tasks, even with scarce data.
Furthermore, experiments comparing multilingual and monolingual models reveal the cross-lingual benefits
of multilingual pretraining in knowledge transfer and language generation.
During the study, a unified evaluation framework and a diverse set of experimental tasks were constructed to
ensure the generality and reliability of the conclusions. The models achieved strong results on generation
quality metrics such as BLEU, ROUGE-L, and METEOR. These outcomes highlight the effectiveness of the
proposed strategies. They not only improve modeling capabilities for low-resource tasks but also support the
broader deployment of large language models in multilingual and cross-domain applications. Future research
may proceed in two directions. First, it is worth exploring automatic instruction construction and adaptive
prompt generation to reduce manual effort and improve transfer efficiency in low-resource tasks [14]. Second,
integrating multimodal information into the low-resource generation framework— such as text-image or
speech-text fusion — may enhance the model's ability to understand and generate content in complex
environments [15]. These directions can further advance the application of general-purpose generative AI
systems across a wider range of real-world scenarios.
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