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Abstract:
The increasing demand for machine learning models in sensitive domains such as finance and healthcare has
raised significant privacy concerns about training on real-world data. Synthetic tabular data generation
offers a promising solution by creating artificial datasets that preserve the statistical properties of the
original while mitigating privacy risks. In this paper, we present a comprehensive experimental study on
generating privacy-preserving synthetic tabular data using three state-of-the-art generative models: CTGAN,
TVAE, and Gaussian Copula. Using real-world datasets including the UCI Adult Income and the U.S.
Medical Cost dataset, we compare the generated synthetic data based on three key metrics: utility (measured
by downstream task performance), fidelity (statistical similarity to original data), and privacy risk
(membership inference attack susceptibility). Our results show that CTGAN achieves superior utility in
classification tasks, while Gaussian Copula offers higher privacy robustness. We also propose a hybrid
generation-evaluation pipeline that balances data utility and privacy. These findings provide critical insights
for practitioners seeking to deploy synthetic data in regulated environments.
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1. Introduction
The rise of data-driven applications across sensitive domains such as healthcare, finance, and insurance has
exposed machine learning models to stringent privacy requirements. Regulations like HIPAA, GDPR, and
CCPA prohibit the sharing of personally identifiable information (PII), thus posing significant challenges to
data availability and reusability. In this context, synthetic data generation has emerged as a promising
approach to enable privacy-preserving machine learning without compromising model performance.
Specifically, the generation of synthetic tabular data that mimics the statistical properties of real datasets has
gained traction due to its relevance in structured data scenarios such as credit scoring, insurance
underwriting, and medical risk prediction.

Unlike image or text generation, synthetic tabular data generation poses unique technical challenges.
Tabular datasets often contain heterogeneous types-categorical, ordinal, continuous—with complex
interdependencies. Moreover, preserving correlations while avoiding overfitting to real data distributions is
non-trivial. A robust synthetic data generator must strike a balance between utility and privacy: the
generated samples should be statistically similar enough to be useful for training downstream models, yet
different enough to prevent memorization or leakage of sensitive individuals from the original dataset.
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Recent advances in generative modeling-especially those based on deep learning-have introduced new
possibilities for synthesizing realistic tabular data. Among them, CTGAN (Conditional Tabular GAN) has
shown impressive results in capturing high-dimensional data distributions with mixed-type variables. TVAE
(Tabular Variational Autoencoder) offers a probabilistic approach to encode and decode tabular samples,
enabling the generation of diverse samples through latent space sampling. Additionally, the Gaussian
Copula model provides a statistical method for capturing inter-variable dependencies via rank
transformation and correlation matrix modeling. These methods provide different trade-offs in terms of
sample diversity, marginal fidelity, and privacy leakage, making them suitable candidates for comparative
study.

This paper presents an empirical evaluation of synthetic tabular data generation methods for privacy-
preserving applications. We adopt two real-world U.S. datasets: the Adult Income dataset from the UCI
repository and the Medical Cost Personal Dataset from Kaggle. These datasets are representative of socio-
economic and health-related tabular domains where privacy concerns are high and regulatory oversight is
stringent. For each dataset, we train the three generation models (CTGAN, TVAE, Gaussian Copula) and
evaluate their outputs along three axes: (1) downstream utility-how well models trained on synthetic data
perform on real test sets; (2) statistical fidelity-how close synthetic feature distributions are to the original;
and (3) privacy leakage-how resistant the synthetic data is to membership inference attacks.

Through this multi-perspective analysis, we identify key design considerations for synthetic tabular data
usage in high-stakes machine learning applications. Our experiments reveal that while CTGAN preserves
predictive structure better, it may leak more information under adversarial inspection. Gaussian Copula,
while simpler and less expressive, provides superior privacy shielding. We further propose a hybrid pipeline
that calibrates generative model parameters based on an adaptive privacy-utility curve. These findings
contribute to the growing literature on privacy-preserving synthetic data and provide actionable insights for
practitioners, auditors, and compliance teams seeking to adopt such solutions in real-world deployments.

2. Related Work and Background
Synthetic data generation, especially for tabular data, has seen considerable progress thanks to the
advancement of deep learning and probabilistic modeling. At the core of this evolution are generative
models such as GANs and VAEs, which have demonstrated their capability in high-dimensional data
representation and synthetic sample creation. Among these, CTGAN and TVAE stand out for their
adaptability in handling mixed-type data distributions and structural feature dependencies. These methods
are rooted in broader developments in pattern recognition and machine learning techniques tailored for
sparse and high-dimensional data environments [1].

Recent studies have explored variational inference approaches to handle data imbalance and uncertainty in
structured datasets. By integrating probabilistic graphical models, these methods extend classical inference
with deep generative principles, improving stability and diversity in generated outputs [2]. This direction
aligns closely with the TVAE model's latent variable framework and supports its application in privacy-
conscious data scenarios.

Beyond generative models, the deep learning field has also provided powerful components for structured
and sequential data modeling. Transformer architectures, in particular, have proven effective in tasks like
multivariate time series forecasting, where feature dependencies and temporal dynamics require advanced
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representation capabilities [3]. These foundations not only enrich the encoding-decoding strategies used in
data synthesis but also inspire hybrid designs that combine statistical simplicity with deep expressiveness.

Meanwhile, other neural-based strategies such as capsule networks and diffusion-transformer frameworks
have introduced adaptive feature representation mechanisms suited for sparse, structured inputs [4][5].
These techniques contribute indirectly to synthetic data quality by offering enhanced modeling of rare or
high-variance features—crucial for maintaining both fidelity and privacy.

In applications involving data sensitivity, federated learning has emerged as a promising method to preserve
privacy across distributed sources. Its conceptual synergy with synthetic data lies in the mutual goal of
minimizing data exposure while retaining analytic value. Such distributed paradigms align with the
evaluation of privacy metrics like membership inference attack resistance used in this study [6].

Reinforcement learning and adversarial optimization have also seen novel applications in resource
management, scheduling, and interface generation tasks, often using A3C, DQN, or diffusion-based policies
[7][8][9]. Though these studies are not directly about tabular data generation, their underlying optimization
techniques and adaptive strategies can inform robust synthetic data pipelines.

Statistical methods like LSTM-based spatiotemporal prediction, association rule integration, and rule-driven
feature modeling remain relevant in measuring synthetic data fidelity and generalization [10][11]. These
frameworks complement deep generative models by capturing non-linear dependencies without overfitting,
aligning with the goals of privacy-preserving generation like in the Gaussian Copula approach.

Graph-based learning also contributes significantly to structured data integrity, particularly in domains like
fraud detection and relational modeling. These models enhance synthetic data quality when graph topologies
or transaction relationships need to be respected [12]. Moreover, NLP techniques like BiLSTM-CRF for
entity boundary detection further illustrate the integration of structured learning in data-sensitive tasks [13].

Visual and interface-driven research on UI generation and human-computer communication also offers
insight into multimodal data generation. Although more focused on HCI, techniques like diffusion models
and fuzzy logic optimization provide methodological crossovers for structured and synthetic data alignment
[14][15].

Additionally, innovations in dynamic scheduling, edge computing resource optimization, and elastic micro-
module frameworks—though originally applied to system-level data streams—share methodological
parallels with privacy-focused synthetic data generation by focusing on adaptability and generalization
under constraints [16].

Together, these diverse contributions inform a holistic view of synthetic data generation: one that spans
from probabilistic modeling and latent inference to federated privacy strategies and neural network
innovations. This paper builds upon these foundations by offering a systematic evaluation of synthesis
methods with respect to both utility and privacy—bridging methodological depth with real-world regulatory
needs.

3. Methodology
This section introduces the methodological framework for evaluating privacy-preserving synthetic tabular
data generation. We describe the generation models used (CTGAN, TVAE, and Gaussian Copula), the
datasets, evaluation metrics across utility, fidelity, and privacy, and the overall workflow for conducting
controlled experiments.

http://www.mfacademia.org/index.php/jcssa


Journal of computer science and software applications

https://www.mfacademia.org/index.php/jcssa

ISSN:2377-0430

Vol. 5, No. 7, 2025

The overall generation process is illustrated in Figure 1, which summarizes how CTGAN, TVAE, and
Gaussian Copula each process raw input data into synthetic tabular representations.

Figure 1. Synthetic Data Generation Framework
3.1 Generative Models

Let Dreal ={xi}i=1n be the original dataset, with each record xi∈Rd containing a mix of categorical and
continuous features. The goal is to train a generative function Gθ(z)→x∈Rd, where z∼Z is sampled from a
latent space. We explore three instantiations:

(1) CTGAN: The Conditional Tabular GAN learns a generator-discriminator pair (G,D) using a conditional
vector ccc sampled based on the feature modes. The generator minimizes the binary cross-entropy loss:

(2) TVAE: The Tabular Variational Autoencoder encodes real data into a latent Gaussian space and
reconstructs samples through a decoder. It minimizes the variational lower bound:

(3) Gaussian Copula: The Copula model transforms each marginal distribution to a standard Gaussian via
inverse CDF, then estimates a correlation matrix Σ. Synthetic data is sampled as:

This method captures linear correlations without requiring neural architectures, offering a transparent
statistical approach.

3.2 Evaluation Pipeline
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To compare the models, we employ a three-stage evaluation protocol:

(1) Utility Assessment: We train logistic regression, random forest, and gradient boosting classifiers on
synthetic datasets Dsyn , then evaluate their accuracy and AUC on a held-out real test set Dtest . A high
correlation in performance indicates utility preservation.

(2) Fidelity Analysis: For each model, we compute the mean-squared error (MSE) between synthetic and
real marginal distributions and the pairwise Pearson correlation matrix difference ΔR. The aggregate
score is defined as:

(3) Privacy Risk Evaluation: We simulate membership inference attacks (MIAs) where a binary classifier
attempts to infer if a sample was used in training. The attack model is trained using shadow models
following the approach of Shokri et al. (2017). The privacy leakage is quantified using the attack AUC.

4. Experiments and Results
This section presents the empirical results of our evaluation framework, focusing on the trade-off between
data utility and privacy risk across synthetic tabular data generators. We report results for two widely used
U.S. datasets: Adult Income and Medical Cost Personal Dataset. Each model is evaluated using downstream
classification accuracy, privacy leakage under membership inference attacks, and statistical fidelity.

4.1 Downstream Utility
We first assess the extent to which synthetic data generated by each model supports effective machine
learning. For each dataset, we train a logistic regression model on synthetic data and evaluate it on a held-
out test set drawn from the original data distribution. As shown in Table 1, CTGAN outperforms the other
models, achieving 84% accuracy on the Adult Income dataset and 81% on Medical Cost. TVAE follows
closely, with a small performance degradation (approximately 3–4% lower than CTGAN), while Gaussian
Copula lags behind, particularly on the Adult Income dataset where its accuracy drops to 76%.

Table 1: Performance of Synthetic Data Models on U.S. Tabular Datasets

Model Accuracy (Adult
Income)

Accuracy (Medical
Cost)

Privacy AUC (Adult
Income)

Privacy AUC
(Medical Cost)

CTGAN 0.84 0.81 0.72 0.7

TVAE 0.79 0.78 0.66 0.64

Gaussian Copula 0.76 0.75 0.58 0.57

These results align with expectations: CTGAN’s adversarial training captures class-conditional relationships
and joint distributions more effectively, preserving decision boundaries required for predictive modeling.
TVAE demonstrates greater stability across runs but occasionally underfits rare feature interactions.
Gaussian Copula, being a linear statistical model, struggles to preserve complex multivariate patterns.
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4.2 Privacy Risk: Membership Inference Attacks
To evaluate privacy leakage, we simulate a white-box membership inference attack using shadow models
trained on similarly distributed real datasets. The attacker attempts to infer whether a specific record was
used during generator training. The attack classifier's area under the ROC curve (AUC) serves as the privacy
risk metric.

As shown in Table 1, CTGAN exhibits the highest privacy leakage, with attack AUC values of 0.72 and
0.70 on Adult Income and Medical Cost, respectively. In contrast, Gaussian Copula demonstrates superior
privacy robustness with the lowest leakage (AUCs of 0.58 and 0.57). TVAE performs in between, with
moderate leakage resistance.

The discrepancy is attributable to the expressiveness of the generative models. GAN-based models may
memorize high-fidelity details of rare samples, making them more vulnerable to overfitting and leakage.
TVAE's latent space regularization partially mitigates this risk, while Copula’s rank-based sampling
inherently avoids memorization by abstracting distributions into a less expressive Gaussian framework.

4.3 Privacy-Utility Tradeoff
To better understand the relationship between utility and privacy, we define the following trade-off score:

where λ∈[0,1] is a tunable regularization factor reflecting the importance of privacy. Setting λ=0.5,
CTGAN yields a tradeoff score of 0.48, TVAE 0.56, and Copula 0.59 on the Adult Income dataset,
indicating that the statistical model achieves a better balance despite lower accuracy.

This suggests that in regulated settings, such as healthcare and credit applications, Copula may be a
preferable default. For less sensitive deployments, CTGAN provides stronger predictive performance at the
cost of higher privacy risk.

Figure 2. Privacy–Utility Tradeoff Across Generative Models
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Figure 2 visualizes the trade-off between predictive utility and privacy leakage for the evaluated models. As
shown, CTGAN achieves higher accuracy at the cost of greater privacy exposure, while Gaussian Copula
yields lower leakage with reduced predictive power.
4.4 Discussion and Practical Implications
The experimental results illustrate the inherent trade-offs between model utility and privacy protection in
synthetic tabular data generation. While CTGAN demonstrates superior performance on downstream tasks,
its vulnerability to membership inference attacks limits its applicability in highly regulated environments.
On the other hand, the Gaussian Copula model, though statistically simpler, provides more robust privacy
shielding at the cost of utility. TVAE occupies a middle ground, balancing expressiveness and regularization
with modest performance and acceptable leakage risk.

From a deployment standpoint, this observation has significant implications. In real-world applications such
as U.S. healthcare systems (e.g., under HIPAA) or financial institutions governed by the Gramm-Leach-
Bliley Act (GLBA), synthetic data must meet strict privacy standards. In such cases, sacrificing a few
percentage points in model accuracy may be justified to ensure legal and ethical compliance. Therefore,
model selection should not be based solely on classification accuracy, but rather on a privacy-utility risk
profile informed by organizational constraints.

Another important consideration is auditability. The Gaussian Copula model offers an interpretable pipeline
that facilitates post-hoc validation by regulatory bodies and internal auditors. By contrast, deep neural
models like CTGAN require additional tools—such as explainable AI overlays or privacy audits via
empirical adversarial tests—to ensure transparency. This difference may affect the adoption of certain
models in industries where documentation and traceability are essential.

We also note that the effectiveness of membership inference attacks may vary with dataset size and
distribution. In low-entropy datasets where rare combinations of features are easily memorized (e.g., high-
income males with rare occupations), all models face leakage risks. This motivates future research into
conditional privacy enhancement strategies, such as differential privacy post-processing or adversarial
filtering of sensitive outliers before training generative models.

Finally, from an engineering perspective, synthetic data generation is not a one-time solution. The fidelity of
synthetic data may degrade over time as the original data distribution shifts due to changing user behavior or
market dynamics. Hence, continuous monitoring, retraining, and validation pipelines are necessary to
maintain compliance and utility. This emphasizes the need for automated synthetic data management
systems that can adapt to evolving datasets while preserving both statistical quality and privacy integrity.

5. Conclusion
In this paper, we presented a comprehensive evaluation of three prominent synthetic tabular data generation
methods-CTGAN, TVAE, and Gaussian Copula-focusing on their effectiveness in privacy-preserving
machine learning tasks. Using real-world datasets relevant to the U.S. regulatory environment, we quantified
trade-offs between downstream utility and privacy leakage via membership inference attacks.

Our results reveal that while CTGAN offers the highest model accuracy, it also incurs greater privacy risks.
Gaussian Copula, though less accurate, provides superior resistance to adversarial inference, making it a
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viable choice for applications under strict data protection regulations. TVAE represents a compromise
between fidelity and safety, suitable for contexts with moderate sensitivity.

We propose a hybrid utility-privacy scoring metric to assist in selecting the appropriate generator for real-
world deployment. Additionally, we discuss practical factors including auditability, retraining cycles, and
distribution shift, which must be considered when integrating synthetic data pipelines into production
environments.

Future work includes the exploration of differential privacy-aware training objectives, synthetic data
debiasing strategies, and automated governance frameworks that can enforce data privacy compliance
without manual oversight. As synthetic data continues to grow in relevance, our findings contribute to a
deeper understanding of its risks and potentials in data-centric AI development.
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